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Cold-Start

2



Content-based Filtering
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Based on what we like, 
the algorithm will simply pick items with 
similar content to recommend us.



User-based Collaborative Filtering 
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Finding users who are most similar to the target user 
based on their historical interactions with items



Item-based Collaborative Filtering
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Identify items that are similar to the 
ones the target user has already 
interacted with.



Problem
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Model Structure
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Notations
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is the interaction between a user 𝑢 ∈      and an item 𝑣 ∈    
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11

Action Romantic Animated

1 0 0

David Reynolds Paul

1 0 1

1

2

2-layer MLP



Notations
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Model Structure
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Overall Loss
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Prediction Loss Contrastive Loss Learnable Parameters



Prediction Loss - Bayesian Personalized Ranking

12𝜎 is the sigmoid function



Contrastive Loss - InfoNCE
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Datasets

● MovieLens-20M (ML-20M)

● Amazon Video Games (Amazon-VG)
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Evaluation Metric

● HR@k
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True Pred

A A 1

B C 1

C D 1

D F 0

E G 0

= 3/5 = 0.6



Evaluation Metric

● NDCG@k
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True Pred

A A                 3.3219

B C                 1.6609

C D                 1.4306

D F 0

E G 0

3.3219+1.6609+1.4306
= 6.4134



Baselines - NFM
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Baselines - NFM
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Baselines - LARA
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Baselines - MTPR
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Baselines - MvDGAE

19



Baselines - CLCRec
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Performances Comparison
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NFM: neural FM
LARA: GAN based
MTPR:

MvDGAE: graph based
CLCRec: contrastive



Ablation Study - Model Structure
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Ablation Study
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Tuning of Hyper-parameter
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embedding 
dimensionality

balance factor of 
the contrastive loss



Case Study
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Case Study
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The distances from item embedding to the user embedding

w-Co
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Conclusion

Devise a contrastive collaborative filtering (CF) framework

● Content CF module 

● Co-occurrence CF module
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